
Section 1.7 Linear Independence  

Definition of Linearly Independence

An indexed set of vectors  in  is said to be linearly independent if the vector equation

has only the trivial solution. The set  is said to be linearly dependent if there exist weights 
, not all zero, such that

 

Example 1. Find the value of  for which the vectors are linearly dependent. Justify each answer.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : By the definition of linearly dependent .
we need

to find h such that .

Xiii + ✗Tv. txsv, = 8
has a nontrivial solution

.

The augmented matrix is
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Then the equation ✗ iv. +Xavi txsvs =3



has a nontrivial solution if and only
if h -26=0 ( which means ✗s is a free
variblel

.

Thus ii. vi. Js are linearly dependent if and only
if h --26

.

Rink : If the question ask us to find the
value of h such that vi. vi. is are

linearly independent . this corresponds to

finding h such that

✗ iv. + his + XsÑ=8

has only trivial
solution

.

That means we have no free variable

in the system .

i. e. h -26=10
.



Linear Independence of Matrix Columns

Suppose a matrix . The matrix equation  can be written as

Each linear dependence relation among the columns of A corresponds to a nontrivial solution of . Thus 
we have the following:

The columns of a matrix  are linearly independent if and only if the equation  has only the trivial 
solution.

 

Example 2. Determine if the columns of the matrix form a linearly independent set. Justify your answer.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : By the above discussion
,
we know

A-=
The columns of A are linearly independent

¥ ⇐ A☒=8 has only trivial solution .

The augmented matrix for Ai --8 is
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system has 3 variables .

0 0 ①
and 4 equations .

0 0 ✗
*
O O O O O

The correspond system is

{
✗ 1 = 0

✗
2
= 0

✗ 3 = 0

0 = 0



There are no free varibles .

So As =3

only has trivial solution .

Thus the columns of A are linearly
independent .



Sets of One or Two Vectors

1. A set containing only one vector  is linearly independent if and only if  is not the zero vector.
2. A set of two vectors  is linearly dependent if at least one of the vectors is a multiple of the other. 

The set is linearly independent if and only if neither of the vectors is a multiple of the other.

Sets of Two or More Vectors

Theorem 7 Characterization of Linearly Dependent Sets
An indexed set  of two or more vectors is linearly dependent if and only if at least one of the 
vectors in  is a linear combination of the others. In fact, if  is linearly dependent and , then some  
(with  ) is a linear combination of the preceding vectors, .

 

Theorem 8. If a set contains more vectors than there are entries in each vector, then the set is linearly 
dependent. That is, any set  in  is linearly dependent if .

 

Theorem 9. If a set  in  contains the zero vector, then the set is linearly dependent.

 

Example 3. Determine by inspection whether the vectors are linearly independent. Justify each answer.

a. 

 

b. 

 

c. 

 

 

 

 

 

 

Ti Ti linearly dep ⇐ c. Ñ, + =3 for some c.cz not all 0s
.

Say a -1-0
.

Then I = - E. i.

For ex
,
CÑI 1- Catz 1-↳ Is =3 with c. =/ o

,

then Ñ= -¥5s
- %Ñ

If i. =3 , then CFI
,
Cic,

--0 is a nonzero soltoc.it -1 Catz -1 Csis = I

(a) Note f- = = G- = }
.

(set of two vectors ) so I = IT,
¥ ¥ They are linearly dependent .

By -1hm 8. the given vectors are linearly
dependent . since there are 4 vectors
but only 2 entries in each vector

.

By -1hm 9. the given vectors are

linearly dependent since the list
contains a zero vector

.



Example 4.  Given , observe that the third column is the sum of the first two columns. 

Find a nontrivial solution of .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

¥ ¥19s

ANS : Let ai , ai . Ñ , be the columns of A. respectively .
Then AI =3 ⇐ x.oitx.ci + xsaJ=8

,

where I =

.

We know ai-a.la. ⇐ at + ai - ai = 8
.

So we can take ,

⇒ = = µ, ) as a nontrivial

solution to AI = 8
.



The following two questions are left as exercises. I will provide the complete notes for solving them 
after the lecture. 

Exercise 5. Describe the possible echelon forms of the matrix. Use the notation of Example 1 in Section 

a.  is a  matrix with linearly independent columns.

b.  is a  matrix, , and  is not a multiple of .

 

 

 

 

 

 

 

 

 

 

 

 

Exercise 6.

1. How many pivot columns must a  matrix have if its columns are linearly independent? Why?

 

 

 

 

 

2. How many pivot columns must a  matrix have if its columns span  ? Why?
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Solution : a)
'

to * I
-

0 0

b)
'

*

and (
° *

0 0i0 0 ) 0 0 }
O O O O

solution
. All 4 columns of the 6×4 matrix A

must be pivot columns
.

Otherwise
,
the equation

AI =3 would have a free varible ,
in which case

the columns of A would be linearly dependent .

Solution
. If the alums of a 4×6 matrix A span

IR "
,
then

A has a pivot in each row . by Theorem 4
.

Since each pivot position is in a different
column

.

A has 4 pivot column .


